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#### Abstract

Logic equivalence checking is a critical task in the ASIC design flow. Due to the rapid development in nanotechnology-based devices, an efficient implementation of multivalued logic becomes practical. As a result, many synthesis algorithms for ternary logic were proposed. In this paper, we bring out an equivalence checking framework based on multivalued logic exploiting the modern SAT solvers. Furthermore, a structural conflict-driven clause learning (SCDCL) technique is also proposed to accelerate the SAT solving process. The SCDCL algorithm deploys some strategies to cut off the search space for SAT algorithms. The experimental results show that the proposed SCDCL technique saves $42 \%$ CPU time from SAT solvers on average over a set of industrial benchmarks.
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## 1 INTRODUCTION

In early days, for multivalued logic, the functional completeness is a fundamental and important topic to researchers. Many previous works about multivalued logic in the 1950s focused on deriving a set of practically implementable primitive functions [10][23]. Later, some heuristics for minimizing multivalued logic were proposed [1][21]. In addition to the synthesis algorithms, the research of verifying multivalued logic circuits was also presented [6][17]. For example, the work of [6] proposed a method to decompose a multivalued logic function into the corresponding canonical representation, and facilitates the test vector generation for multivalued

[^0]circuits. The work of [17] investigated different ternary decision diagrams and compared their sizes using a set of benchmark functions. However, due to the lack of efficient implementations, multivalued logic had little impact on integrated circuit designs.
In the past decade, multivalued logic has attracted great attention from the researchers again due to the rapid development in nanotechnology-based devices[11][18][19]. . For example, the threshold voltage of a carbon nanotube transistor (CNTFET) is determined by its diameter, and a multi-threshold design can be achieved by the diameter adjustment. Recently, the authors of [19] proposed a design methodology that aims to minimize the size of the ternary circuits. According to that work, the selection of condition function significantly influences the gate count in the synthesized ternary circuits. Moreover, several synthesis algorithms for ternary logic were proposed in [20][24]. For example, the work of [24] proposed a methodology to minimize the transistor count in the ternary circuits by a ternary-transformed binary decision diagram.

On the other hand, logic equivalence checking is a critical task in the ASIC design flow [7]. This is because the designers have to ensure the synthesized circuit matches the specification after transformation. Since logic equivalence checking is an NP-hard problem [7], various approaches had been proposed to accelerate the checking procedure. An important branch of approaches for equivalence checking is based on the binary decision diagram (BDD) and its derivatives [3][8][16]. Generally, in BDD-based approaches, the two circuits to be compared are transformed into the corresponding canonical forms such that they can be compared based on their structures. The major concern of the BDD-based equivalence checking is scalability. Once the number of inputs increases, the construction of BDD might be failed due to explosive memory requirement.
An effective solution to this scalability issue is to decompose the designs under verification into several subcircuits. The cutpoints for decomposition can be obtained by using random simulation, ATPG [4][5], or BDDs [9]. The authors in [9] adopted several methods, including circuit graph hashing, cut frontier, and false-negative elimination, to solve the memory blow-up issue. In contrast, the authors in [7][15] used SAT solvers, instead of the BDD-based approaches, to solve the equivalence checking problem. The work in [7] presented a detailed analysis on the features of SAT algorithms and claimed that SAT is a more robust and flexible engine of Boolean reasoning than BDDs for the equivalence checking application. Although the previous SAT-based works have achieved a significant success on equivalence checking, they did not deal with multivalued circuits.
Thus, in this work, we propose a general equivalence checking framework for multivalued logic. To the best of our knowledge,
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Figure 1: Truth table for ternary gates. (a) (b) The definition of ternary AND and OR gates in [26]. (c) (d) The definition of ternary AND and OR gates in [6][23].
this is the first work that focuses on multivalued logic equivalence checking problem.

## 2 PRELIMINARIES

### 2.1 Ternary logic

In this paper, we select ternary logic $\{0,1, x\}$ as an example to demonstrate the proposed multivalued logic equivalence checking framework. However, this framework can be applied to any multivalued logic by some minor adjustments. Fig. 1 shows the truth tables for primitive ternary gates. We observed that the same ternary gate has different functionalities in the literature [6][23][26]. For example, Fig. 1(a) and Fig. 1(b) show the definitions of ternary AND gate and OR gate described in the IEEE standard for Verilog hardware description language [26]. On the other hand, Fig. 1(c) and Fig. 1(d) show another behavior of ternary AND and OR gates [6][23]. The output of ternary AND gate under the input pattern ( $1, x$ ) is $x$ in Fig. 1(a), but is 1 in Fig. 1(c). Although the multiple definitions of the ternary gates might cause some potential issues in other research, they are not troubles to the equivalence checking framework in this work. In the rest of this paper, we adopt the definition of ternary logic in the IEEE standard [26] to explain the proposed equivalence checking framework. If designers want to use another definition, they just make some changes accordingly.

### 2.2 Boolean satisfiability problem

Boolean satisfiability (SAT) problem is a problem of determining if there exists an assignment that satisfies the given Conjunctive Normal Form (CNF) formula. In the 1990s, Marques-Silva et al. [2][12][13][25] proposed a conflict-driven clause learning (CDCL) algorithm, which can improve the performance of modern SAT solvers [28][29]. Due to the rapid progress on the performance of SAT solvers, many EDA problems can be solved effectively and efficiently when they are modeled as an SAT problem.

### 2.3 Unit propagation and the conflict-driven clause learning algorithm

Unit propagation plays an important role in the SAT problem because it prunes unnecessary search when traversing the solution

$$
\left(x_{1} \vee x_{2}\right)\left(x_{1} \vee x_{3}\right)\left(\overline{x_{2}} \vee \overline{x_{3}} \vee x_{4}\right)\left(\overline{x_{4}} \vee x_{5} \vee x_{6}\right)\left(\overline{x_{6}} \vee \overline{x_{7}}\right)\left(\overline{x_{4}} \vee x_{7} \vee x_{8}\right)
$$

(a)
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Figure 2: (a) A CNF formula to be solved. (b) A directed acyclic graph illustrates the variable assignment process in the SAT algorithm.
space. Unit propagation means that the value of a variable can be exactly determined by logic implication. For example, Fig. 2(a) shows a CNF formula to be solved. The SAT algorithm first arbitrarily assigns an initial value to a variable and tries to find a satisfying assignment for this formula. In this example, assume that the SAT algorithm first assigns $x_{1}=0$. According to the given formula, we know that $x_{2}$ and $x_{3}$ have to be 1 simultaneously; otherwise the clauses $\left(x_{1} \vee x_{2}\right)$ and $\left(x_{1} \vee x_{3}\right)$ cannot be satisfied. Unit propagation can be applied on the CNF formula repeatedly if a clause only contains one variable to be assigned. The directed acyclic graph in Fig. 2(b) illustrates the unit propagation process of the CNF formula listed in Fig. 2(a). The edges in the graph stand for logic implications in the unit propagation. For example, $x_{1}=0$ implies $x_{2}=1$, hence, there exists an edge from $x_{1}=0$ to $x_{2}=1$ in the graph.

After assigning $x_{1}=0, x_{2}=1$, and $x_{3}=1$ to the formula, we observe that every unsatisfied clause contains more than one variable to be determined. Therefore, the SAT algorithm has to assign another variable. In this example, assume that $x_{5}$ is assigned to be 0 next. Then, we can obtain $x_{6}=1$ and $x_{7}=0$ by unit propagation again. However, we observe that $x_{7}$ has to be 1 when $x_{4}=1$ and $x_{8}=0$. Since $x_{7}$ would be assigned to be 1 and 0 simultaneously, a conflict occurs during this assignment process. Therefore, the assignments of these variables cannot satisfy the CNF formula. According to Fig. 2(b), we observe that the assignment $\left(x_{4}, x_{6}, x_{8}\right)=(1,1,0)$ will lead to the conflict without having assignments in other variables. That is, the SAT solving process cannot obtain a satisfying assignment with $\left(x_{4}, x_{6}, x_{8}\right)=(1,1,0)$. Thus, the CDCL algorithm adds an additional clause $\left(\overline{x_{4} \wedge x_{6} \wedge \overline{x_{8}}}\right)=\left(\overline{x_{4}} \vee \overline{x_{6}} \vee x_{8}\right)$ to avoid obtaining the conflict assignment repeatedly. Another benefit of adding this additional clause is that this clause allows the SAT algorithm backtracking to the previous level in the decision diagram and thus cutting off a wide range of the search space.

### 2.4 Tseitin transformation

Tseitin transformation algorithm [22] takes a combinational circuit as input and generates a corresponding CNF formula. Fig. 3(a) shows an AND gate and its corresponding CNF formula. Fig. 3(b) lists the truth table of AND function. We can see that only four assignments $A B C=000,010,100$, and 111 satisfy the CNF formula.


Figure 3: (a) An AND gate and its corresponding CNF formula. (b) The truth table of AND function.

(a)

(b)

$$
\begin{array}{c|c|c|c|c|c}
\mathrm{A}_{1} & \mathrm{~A}_{0} & \mathrm{~B}_{1} & \mathrm{~B}_{0} & \mathrm{C}_{1} & \mathrm{C}_{0} \\
\hline 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 1 & 0 & 0 \\
\hline 0 & 0 & 1 & 0 & 0 & 0 \\
\hline 0 & 0 & 1 & 1 & & \\
\hline 0 & 1 & 0 & 0 & 0 & 0 \\
\hline 0 & 1 & 0 & 1 & 0 & 1 \\
\hline 0 & 1 & 1 & 0 & 1 & 0 \\
\hline 0 & 1 & 1 & 1 & & \\
\hline 1 & 0 & 0 & 0 & 0 & 0 \\
\hline 1 & 0 & 0 & 1 & 1 & 0 \\
\hline 1 & 0 & 1 & 0 & 1 & 0 \\
\hline 1 & 0 & 1 & 1 & & \\
\hline 1 & 1 & 0 & 0 & & \\
\hline 1 & 1 & 0 & 1 & & \\
\hline 1 & 1 & 1 & 0 & & \\
\hline 1 & 1 & 1 & 1 & &
\end{array}
$$

(c)

Figure 4: (a) A model of ternary AND gate and the corresponding Boolean block. (b) One encoding for ternary logic. (c) The truth table of the encoded block.

In other words, the satisfying assignments to the CNF formula are identical to the function of AND gate. In fact, all the logic gates can be expressed as their corresponding CNF formulae by Tseitin transformation.

## 3 PROPOSED EQUIVALENCE CHECKING FRAMEWORK

### 3.1 Encoding and optimization

Since solving the equivalence checking problem for Boolean circuits with SAT solvers has achieved a great success, we model a ternary logic circuit as a Boolean circuit for exploiting the strength of advanced SAT solvers. Intuitively, we can use two bits to represent the three values in the ternary logic. Therefore, the first step in the framework is to transform a ternary gate to a corresponding Boolean block, as shown in Fig. 4(a). Inputs $A, B$, and output $C$ in a ternary AND gate are represented by wire pairs $\left(A_{1}, A_{0}\right),\left(B_{1}, B_{0}\right)$, and $\left(C_{1}, C_{0}\right)$ in the Boolean block.

Next, the original ternary value $\{0,1, x\}$ are encoded to $\{00,01,10\}$ as shown in Fig. 4(b). To synthesize the transformed Boolean block, we construct its truth table as shown in Fig. 4(c) based on the definition of ternary AND gate in Fig. 1(a) and the encoding rules in Fig. 4(b). Since the truth table of the ternary AND gate contains $3^{2}=9$ entries only, when they are mapped to the truth table of the Boolean block, which contains $2^{4}=16$ entries, 7 entries in Fig. 4(c) remain unmapped. These unmapped entries can be viewed as don't cares when synthesizing the circuit because they will never occur in the Boolean block. Since the input size of the Boolean block is small, we can use K-map or Quine-McCluskey minimization algorithm [14] to obtain the optimal result, as shown in Fig. 5(a). Fig. 5(b) shows the synthesized Boolean block, which contains four Boolean AND gates and one Boolean OR gate.

Obviously, different encoding rules influence the gate count of the synthesized Boolean block. For example, we can obtain another truth table when we encode the ternary value $\{0,1, x\}$ as $\{01,10,00\}$ as shown in Fig. 6(a). Fig. 6(b) and Fig. 6(c) show the corresponding optimized result and the synthesized Boolean block, which contains only two gates, respectively. Since all the primitive ternary gates can be transformed into the corresponding Boolean blocks in the similar way, a ternary circuit can be transformed into a Boolean circuit while keeping its functionality. In this work, we have evaluated all the encoding rules and adopt the encoding rule in Fig. 6(a) for the Boolean block transformation such that the gate count in the transformed Boolean circuit is minimized.

### 3.2 Compatible equivalence checking

In the Boolean logic equivalence checking problem, the outputs of two circuits have to be exactly identical under every input pattern if and only if we claim that they are equivalent. The ternary logic, however, might have different definitions. The Problem A in the CAD Contest@ICCAD 2020 [30] gives the definition of compatible equivalence.
Definition 1: Given two variables $a, b \in\{0,1, x\}$. Variable $a$ is compatibly equivalent to $b$ if and only if $(a, b) \in\{(0,0),(1,1),(x, 0),(x, 1)$, $(x, x)\}$. On the contrary, variable $a$ is not compatibly equivalent to $b$ if and only if $(a, b) \in\{(0,1),(1,0),(0, x),(1, x)\}$.

That is, we can consider the variable $a$ is from the specification while the variable $b$ is from the implementation. Hence, it is allowed that when the specification requires the variable $a$ to be $x$, the implementation returns the variable $b$ to be 0,1 , or $x$. However, it is not allowed that when the specification requires the variable $a$ to be either 0 or 1 , the implementation returns the variable $b$ to be $x$.

Given two circuits under equivalence checking $G$ and $R$ that are generated based on the encoding rule presented in Section 3.1. According to Definition $1, G$ is compatibly equivalent to $R$ if and only if the output values of $G$ are compatibly equivalent to the output values of $R$ under every input pattern. We construct a subcircuit, as shown in the right part of Fig. 7, and connect it with the circuits $G$ and $R$. Then, we use SAT solvers to check whether $G$ is compatibly equivalent to $R$. Since $G$ and $R$ are transformed from ternary logic circuits, the outputs become two encoded Boolean pairs $\left(G_{1}, G_{0}\right)$ and $\left(R_{1}, R_{0}\right)$. The four gates $A N D_{1}, A N D_{2}, A N D_{3}$, and $A N D_{4}$ are designed to detect the non-compatible combinations $(G, R)=(0,1),(1,0),(0, x)$, and $(1, x)$, respectively. Note that the


Figure 5: (a) The optimal result of the truth table in Fig. 4(c). (b) The synthesized Boolean block.

(a)

|  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{C}_{1}$ | 00 | 01 | 11 | 10 |  |
| $\mathrm{~B}_{1} \mathrm{~B}_{0}$ | $\mathrm{~A}_{0}$ |  |  |  |  |
| 00 | 0 | 0 |  | 0 |  |
| 01 | 0 | 0 |  | 0 |  |
|  | 11 |  |  |  |  |
| 10 | 0 | 0 |  | 1 |  |

(b)

(c)

Figure 6: (a) Another encoding for ternary logic. (b) The truth table of the encoded block under the encoding rule in Fig. 6(a). (c) The synthesized Boolean block.


Figure 7: The proposed subcircuit for compatible equivalence checking.
output of circuit in Fig. 7 is set to be 1. This setting implies that at least one output of $A N D_{1}, A N D_{2}, A N D_{3}$, and $A N D_{4}$ has to be 1. When the SAT solver returns a satisfiable assignment, which is called a counterexample, for the corresponding CNF formula of the circuit, it means that there exists an input assignment such that $G$ is not compatibly equivalent to $R$. If the SAT solver returns unsatisfiable for the corresponding CNF formula, $G$ is compatibly equivalent to $R$. Note that the equivalence checking problem for the circuits with multiple outputs can be solved by duplicating the proposed subcircuit for each output.

### 3.3 Structural conflict-driven clause learning

Since the equivalence checking problem has been modeled as an SAT problem, it is important to deploy some strategies that can accelerate the SAT solving process. The CDCL algorithm [2][12][13] has been adopted by most modern SAT solvers because of its ability

(a)

(b)

Figure 8: (a) An example for SCDCL. (b) An inconstant example for SCDCL.
to learn new clauses from the conflicts to improve the performance in the search process.

Here, we propose a structural conflict-driven clause learning (SCDCL) algorithm to find the conflicts from the viewpoint of the circuit structure. That is, we find the wire assignment combinations that will never occur, satisfiability don't cares, in the circuit by logic implication. Fig. 8(a) shows an example to demonstrate SCDCL algorithm. First, we set $n_{4}=1$, and this setting implies $n 1=1$ and $n 2=1$. Then, we know that $n_{5}=1$ because $n 2=1$ is the controlling value for the OR gate. Since $n_{4}=1$ implies $n_{5}=1$, this assignment $\left(n_{4}, n_{5}\right)=(1,0)$ is not possible in the circuit. Thus, we can add an additional clause $\left(\overline{n_{4} \wedge \overline{n_{5}}}\right)=\left(\overline{n_{4}} \vee n_{5}\right)$ into the CNF formula for pruning the search space for SAT solver. To maximize the ability of SCDCL algorithm, we iteratively assign the output of AND gate to be 1 and the output of OR gate to be 0 . Next, we perform logic implications on the circuit as much as possible. Finally, we add the learned clauses from the structural conflicts into the CNF formula.
In the logic implication process, however, we might encounter the situation that we have to assign inconsistent values to a wire. For example, assume that Fig. 8(b) is a subcircuit embedded in a large circuit, $n_{5}=1$ implies $n_{3}=1$ and $n_{4}=1 ; n_{3}=1$ implies


Figure 9: The overall flowchart of the proposed equivalence checking framework.
$n_{1}=0$; and $n_{4}=1$ implies $n_{1}=1$ and $n_{2}=1$. Thus, both $n_{1}=0$ and $n_{1}=1$ are required in the implication process. This inconsistent situation means that $n_{5}$ cannot be 1 in the given circuit. Therefore, $n_{5}$ can be replaced with a constant zero and the transitive fanin cone of $n_{5}$ can be totally removed for circuit minimization when it drives $n_{5}$ only.

Adding these additional clauses can accelerate the SAT solving process because it prunes the solution space. In addition to the conflicts obtained by logic implication, we can also add other clauses from the encoding rule to improve the performance. According to Fig. 6(a), the ternary values $\{0,1, x\}$ are encoded as $\{01,10,00\}$ in this work, respectively. In other words, the value of 11 will not occur in the encoded wire pair. Therefore, we can also exploit this information to add the corresponding clauses into the CNF formula. For example, we will add three clauses $\left(\overline{A_{1} \wedge A_{0}}\right)=\left(\overline{A_{1}} \vee \overline{A_{0}}\right)$, $\left(\overline{B_{1} \wedge B_{0}}\right)=\left(\overline{B_{1}} \vee \overline{B_{0}}\right)$, and $\left(\overline{C_{1} \wedge C_{0}}\right)=\left(\overline{C_{1}} \vee \overline{C_{0}}\right)$ into the CNF formula for the transformed Boolean block in Fig. 4(a).

## 4 OVERALL FLOW

The proposed general equivalence checking framework is shown in Fig. 9. The inputs are two ternary logic circuits under verification. First, we conduct circuit analysis on the benchmarks. The benchmarks used in the experiments are provided by the contributor of Problem A in the CAD Contest@ICCAD 2020 [30], which contains large industrial designs. According to the problem description, the ternary values are generated from some ternary sources. In other words, the ternary values might not pass through the whole circuit. Therefore, the framework first recognizes the part of circuit that has to be transformed into the corresponding Boolean block. Second, the Boolean blocks are generated by the selected encoding rule. Third, the subcircuit for compatible equivalence checking is constructed. Since the ternary circuits are transformed into the corresponding Boolean circuits, we can further optimize circuits with existing optimization algorithms. Next, we perform the proposed SCDCL algorithm to add additional clauses for reducing the SAT solving time. After that, the CNF formulae of the two circuits under verification are generated by Tseitin transformation. Finally, the
two ternary circuits are reported as not compatibly equivalent if the SAT solver returns a satisfying assignment; otherwise, the two ternary circuits are compatibly equivalent.

## 5 EXPERIMENTAL RESULTS

We implemented the proposed equivalence checking framework in C++ language. The experiments were conducted on a 2.6 GHz Linux platform (CentOS 6.7). The benchmarks used in the experiments are provided by the contributor of Problem A in the CAD Contest@ICCAD 2020 and are available online [30]. Note that we will apply the existing logic optimization tool, ABC [27] and a rewriting script resyn2, in the circuit optimization stages for exploiting logic sharing among the two circuits under verification.
Table 1 shows the experimental results. Column 1~3 list the benchmarks information. Columns 4 and 5 show the gate counts of the original ternary circuit and the corresponding optimized Boolean circuit, respectively. In general, the gate count in Boolean circuits is larger than that in the ternary circuits. However, it is not the case for some benchmarks due to logic optimization. Columns $6 \sim 7$ show the required CPU time for identifying whether the given two circuits are compatibly equivalent without or with applying the proposed SCDCL algorithm. Column 8 shows the reduction percentage of required CPU time. The last column is the result obtained by the equivalence checking framework. For example, consider the benchmark case 5 , the gate count of the original ternary circuit is 11183 and that of the transformed Boolean circuit is 16562 . The required CPU time without or with applying the SCDCL algorithm is 6788.05 or 1649.38 seconds, respectively. The reduction percentage of the required CPU time is $76 \%$, and result is equivalent (EQ). According to Table 1, the proposed SCDCL algorithm saves the SAT solving time by $42 \%$ on average for all the solved benchmarks. Note that the framework cannot finish cases $3,8,10,15$, and 17 in 12 hours for both approaches.

## 6 CONCLUSION

In this work, we propose a general multivalued logic equivalence checking framework and demonstrate it using ternary logic. This framework can be applied to other multivalued logic by selecting a proper encoding rule. Furthermore, an SCDCL algorithm for reducing the SAT solving time is also presented. The experimental results show that a $42 \%$ CPU time reduction can be obtained by applying the SCDCL algorithm.
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